Estimating the richness of species with variable mobility
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The vast majority of species are animals that, unlike most plants and fungi, are variably and often highly mobile. While species’ mobility affects species’ probabilities of being sampled, effects of movement on the estimation of species richness have yet to be systematically investigated. Information-rich abundance-based estimators may be able to address variably mobile species but the accuracy of these estimators has also yet to be investigated. Here, we address both issues by variably sampling simulated landscapes with up to 250 species and evaluating the performance of ten non-parametric estimators and one species accumulation curve. Our results show that some abundance-based estimators are as accurate as better known and tested incidence-based estimators. Increased movement heterogeneity between the species reduced estimator performance by reducing the sample coverage, which systematically determined which estimator was most accurate. Based on these findings, we present the first decision framework for choosing the most accurate of many available abundance-based species-richness estimators. These decisions, based on data coverage, can significantly improve investigators’ ability to estimate faunal species richness.
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Species richness is often regarded as the fundamental unit of biodiversity, and is the most frequently applied measure in community ecology (Gaston 1996, Martinez 1996, Williams and Martinez 2000). As animals in general and arthropods in particular contribute most to overall diversity (May 1988), they should play a significant role in the development of ecological theory. However, because arthropods are typically small, express a wide range of mobility, and require enormous sampling intensity to count all species in diverse communities, they have been largely ignored in favour of larger, less mobile organisms such as trees and other plants. This study systematically investigates problems inherent to estimating the species richness of arthropods and any other variably mobile group of organisms that generally prohibit complete enumeration of all species in a reasonably sized area or habitat. Addressing these problems should help the largest fraction of biodiversity to contribute more to biodiversity theory and management.

Several aspects of estimating species richness are well known. Species accumulation curves and the non-parametric methods appear to be the most promising estimators for a variety of conditions (Colwell and Coddington 1994, Gaston 1996). Alternative methods, such as fitting parametric models of the species relative abundances to data sets, appear problematic (Colwell and Coddington 1994) and perform poorly in case studies (Palmer 1990). Among the better performing estimators in plant communities, most extrapolations perform substantially better than the observed number of species (Sobs) and non-parametric estimators are usually more accurate than species accumulation curves (Palmer 1990, 1991, Colwell and Coddington 1994, Chazdon et al. 1998, Brose et al. 2003). Such findings
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are challenged by the fact that in empirical studies the true species richness, $S_{true}$, is rarely known for any reasonably large and diverse area or habitat. Brose et al. (2003) avoided this problem by using simulated landscapes to show that uneven abundance distributions violate the estimators’ intrinsic assumption of equal detection probabilities for all species. This causes systematic underestimations of $S_{true}$, especially by the species accumulation curves, but also by non-parametric estimators. Such underestimation was unaffected by spatial gradients and autocorrelation. Here, we move beyond Brose et al.’s (2003) exclusive focus on sessile species and incidence-based estimators by extending the analysis to include variably mobile species and abundance-based estimators.

Comparative studies of estimating animal species richness including parasites (Walther and Morand 1998), birds (Boulinier et al. 1998) and ground dwelling arthropods (Brose 2002, Longino et al. 2002) have not evaluated the effects of movement heterogeneity on detection probabilities. To our knowledge, we are the first to systematically evaluate how movement heterogeneity among species alters the performance of species richness estimators. Other aspects of incidence-based non-parametric estimators have been evaluated (Palmer 1990, 1991, Baltanás 1992, Colwell and Coddington 1994, Chazdon et al. 1998) but these estimators require a system to be sampled several, preferably many, times using multiple sample locations. Most faunistic data-sets lack such sub-samples and instead quantify species’ abundances in one total sample. Abundance-based forms of the non-parametric estimators for these single sample situations have been developed, but this study appears to be the first to systematically evaluate their accuracy.

Methods

Simulations

We simulated lattices of 100 by 50 cells ($x$, $y$), each representing one square meter. The species abundances were modelled according to the stochastic random-fraction model (Tokeshi 1993) that yields similar abundance distributions as Prestons (1948) deterministic lognormal model (Tokeshi 1993, Fig. 1). The individuals were randomly placed on the lattice. We simulated individuals randomly walking across the lattice for a total of 60 time steps. Their movement was coded independently for every species as the number of steps per time step. To suppress boundary effects, we have chosen wrap-around margins, in which every individual leaving the lattice in one direction re-enters at the opposite margin. Sampling cells were randomly placed on the lattice mimicking traps. Each individual stepping on a sampling cell was added to the sampling list of the respective cell and did not move on.

Two different simulations were carried out. First, we compared estimator performance in communities with normal, log-normal, and bimodal-based on two overlaying normal distributions-frequency distributions of movement among species. These communities had the same movement heterogeneity: mean movement of 8 steps per time step and standard deviation of 4. Second, we studied the impact of varying movement heterogeneity on the estimators. All communities were simulated with a log-normal distribution of movement among species, but different heterogeneity: while the mean was constantly kept at a value of 8, the standard deviations varied between 2, 8 and 16.

Monte Carlo simulations with 250 replications per community type were repeated for communities with a true number of species ($S_{true}$) equal to 50 and 250 species. Our previous analyses (Brose et al. 2003) show that results obtained for these levels of $S_{true}$ successfully represent results from a larger range (25–500) of $S_{true}$. Each of the simulations of 50 and 250 species communities was sampled at three levels of intensity of the 5000-cell communities: low (5 cells), intermediate (10 cells) and high intensity (20 cells). Two hundred and fifty replications of 50- and 250-species communities repeated for three movement patterns and sampled at low, intermediate and high levels generated 4500 landscapes each with their own sample used to estimate species richness in each of the two simulations.

Estimators

We compared the extrapolations of one species accumulation curve and ten non-parametric estimators (Appendix 1). This included the most frequently used species accumulation curve, the Michaelis-Menten model (Colwell and Coddington 1994). To avoid arbitrary effects, cell sample order was randomized 100 times in each sample. The mean species number $S(n)$ was calculated for each value of $n$ cells sampled. Following Keating and Quinn (1998), we used least squares nonlinear regressions with the quasi-Newton algorithm to fit the Michaelis-Menten model to the mean $S(n)$ data. Note that the often discussed difference between number of individuals and number of samples as measurements of sampling intensity (Gotelli and Colwell 2001) does not apply to our simulations, because the individuals are evenly distributed across the lattice.

The ten non-parametric estimators used include the first to third order jacknife estimators and their respective abundance-based forms (Jack1–Jack3, Jack1–Jack3, Burnham and Overton 1979), the abundance-based estimator Chao1 (Chao 1984), the incidence-based estimator Chao2 (Chao 1987), the abundance-based...
coverage estimator ACE (Chao and Lee 1992, Chao et al. 1993), and the incidence-based coverage estimator ICE (Lee and Chao 1994). To avoid complications by undefined cases, we used the corrected versions of the estimators Chao1, Chao2, ACE and ICE given by Colwell (1997, see Appendix 1).

Estimator performance

For every estimator, we calculated bias, imprecision and inaccuracy. Bias was defined as the mean proportional deviation of the estimates S_est from S_true:

$$\text{Bias} = \frac{S_{\text{est}} - S_{\text{true}}}{S_{\text{true}}}$$

Positive and negative bias indicates overestimation and underestimation, respectively. The mean bias over many replicates indicates systematic over- or underestimation, but a low mean bias does not necessarily imply that individual estimates are close to the true value as the average of alternate over- and underestimations may be unbiased (Sokal and Rohlf 1995). As precision is the closeness of repeated measurements of the same quantity to each other (Sokal and Rohlf 1995), we measured imprecision by the standard deviation of the bias. Precision measures the similarity of independent estimates and, therefore, it indicates the repeatability of an estimate, whether or not it is biased. Accuracy is the closeness of a measured or computed value to its true value (Sokal and Rohlf 1995). We measured inaccuracy using the mean square proportional deviation of S_est from S_true:

$$\text{Inaccuracy} = \frac{(S_{\text{est}} - S_{\text{true}})^2}{S_{\text{true}}}$$

Bias, accuracy and precision were measured as percent of S_true. A high mean accuracy of an estimator indicates that individual estimates are on average close to the true value, which implies a low mean bias and a high mean precision. In a previous study, we have shown that accuracy emphasizes bias-reduction under low sampling intensity when all estimators have a substantial negative bias and precision under high sampling intensity when all estimators are less biased (Brose et al. 2003). Therefore, we used bias and imprecision for the general estimator evaluation and inaccuracy to demonstrate the influence of movement on estimator performance.

Results

We first describe results on the general performance of the estimators concerning bias and precision, and compare the relative performance of incidence- and abundance-based estimators. Then, we analyse the impact of movement patterns on estimator accuracy. Finally, we present a decision framework based on sample coverage for choosing among the abundance-based estimators.

General performance of the estimators

All estimators were substantially less biased than S_observable irrespective of the sampling intensity and S_true in the simulations of movement distributions (Table 1). All estimators underestimated S_true under low to intermediate sampling intensity. The incidence- and abundance-based second and third order jackknife estimators, Chao1, Chao2 and ACE were positively biased under high sampling intensity. In most data-sets, the abundance-based estimators of the jackknife estimators were marginally more biased than the respective incidence-based forms, but the differences were below 1.5% of S_true. In contrast, the abundance-based estimator ACE was substantially less biased than the incidence-based ICE.

<table>
<thead>
<tr>
<th>Traps</th>
<th>Bias</th>
<th>Imprecision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>S_observable</td>
<td>-0.397</td>
<td>-0.236</td>
</tr>
<tr>
<td>Jack1</td>
<td>-0.291</td>
<td>-0.138</td>
</tr>
<tr>
<td>Jack2</td>
<td>-0.492</td>
<td>-0.353</td>
</tr>
<tr>
<td>Jack3</td>
<td>-0.377</td>
<td>-0.205</td>
</tr>
<tr>
<td>Jack1</td>
<td>-0.239</td>
<td>-0.026</td>
</tr>
<tr>
<td>Chao1</td>
<td>0.093</td>
<td>0.073</td>
</tr>
<tr>
<td>Chao2</td>
<td>0.064</td>
<td>0.036</td>
</tr>
<tr>
<td>ACE</td>
<td>0.032</td>
<td>0.011</td>
</tr>
<tr>
<td>M-M</td>
<td>0.073</td>
<td>0.111</td>
</tr>
<tr>
<td>Chao1</td>
<td>0.053</td>
<td>0.011</td>
</tr>
<tr>
<td>Chao2</td>
<td>0.027</td>
<td>0.005</td>
</tr>
<tr>
<td>ACE</td>
<td>0.050</td>
<td>0.008</td>
</tr>
<tr>
<td>M-M</td>
<td>0.014</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Notes: Average values across all community types are given. M-M = Michaelis-Menten model.
The abundance-based estimator Chao1 was less biased than the incidence-based Chao2 under low to intermediate sampling intensity, whereas Chao1 overestimated $S_{\text{true}}$ more than Chao2 under high sampling intensity. In all of the 50-species communities, Chao1 and Chao2 were markedly imprecise (Table 1). In consequence of their low precision, the estimators Chao1 and Chao2 were excluded from the following analyses. Furthermore, due to the minor differences compared to the incidence-based forms, we focused on the abundance-based forms of the jackknife estimators.

**Movement**

In most data-sets, there were no differences in mean estimator accuracy between the different movement distributions (Fig. 1a). Significant differences only occurred in the highly sampled data sets and in the intermediately sampled 250-species communities (Kruskal-Wallis test with a Bonferroni corrected $\alpha$ of 0.007). The magnitude of these differences, however, was always below 1.4% of $S_{\text{true}}$ and usually below 1% of $S_{\text{true}}$. This indicated minor differences in estimator accuracy between the movement distributions simulated.

![Fig. 1](image-url)
The second simulation based on communities with a log-normal distribution of movement revealed large differences in estimator accuracy caused by differences in movement heterogeneity (Fig. 1b). Most of these differences were highly significant (Kruskal-Wallis test with a Bonferroni corrected $\alpha$ of 0.007). In all data-sets, the accuracy of $S_{\text{obs}}$ and the Michaelis-Menten model decreased with increasing movement heterogeneity (Fig. 1b). The non-parametric estimators showed a more complex response: while their accuracy generally decreased with increasing movement heterogeneity under low sampling intensity, the opposite pattern was detected for most of them in the highly sampled communities. While $S_{\text{obs}}$ was most sensitive to differences in movement heterogeneity under low and intermediate sampling intensity, Jacka3 and ACE were most sensitive at high sampling intensity (Fig. 1b).

Estimator performance did not only depend on movement heterogeneity but also on sampling intensity (Fig. 1b). While Jacka2, Jacka3 and ACE were most accurate under low sampling intensity, Jacka1, ICE and the Michaelis-Menten model performed best in the highly sampled communities (Fig. 1b). In contrast to this, Jacka2, Jacka3 and ACE were less accurate than $S_{\text{obs}}$ under high sampling intensity.

### Sample coverage

We analysed the relative performance of the estimators with respect to sample coverage, i.e. the fraction of $S_{\text{true}}$ present in the sample. As one might expect, sample coverage was negatively correlated with $S_{\text{true}}$ (Spearman rank correlation, $r = -0.269^{***}$, $p < 0.001$) and positively correlated with sampling intensity ($r = 0.76^{***}$). Furthermore, sample coverage was negatively correlated with movement heterogeneity ($r = -0.246^{***}$). The accuracy of most estimators was significantly correlated with all these independent variables and sample coverage yielded the highest correlation coefficients (Table 2). The only two exceptions were that ACE was only correlated with sample coverage and Jacka3 was most highly correlated with sampling intensity. After removing the effect of sample coverage in partial correlation analyses, only minor correlations with the other independent variables remained (Table 2). We plotted mean inaccuracy in one-percent steps against sample coverage and the resulting curves demonstrated that for every level of sample coverage, there was one most accurate estimator (Fig. 2). The intersections of these curves indicated that the most accurate estimators were Jacka3 up to a sample coverage of 64%, Jacka2 up 73%, Jacka1 up 86%, ICE and the Michaelis-Menten model up to 96% and $S_{\text{obs}}$ above 96% (Fig. 2, intersections are accurate ±1%).

### Discussion

The evaluation of the estimators concerning their responses to differences in movement patterns is an important prerequisite for their application in faunistic studies. Furthermore, as most data-sets gathered from animal communities do not provide data on species presence-absence in sub-samples, the incidence-based forms of the non-parametric estimators often used and evaluated for plant communities are frequently not applicable. However, abundance-based versions of non-parametric estimators used in this study have not yet been evaluated. The present study appears to be the first that (1) tests the dependence of species richness estimators on movement heterogeneity and (2) compares the performance of various abundance-based estimators.

In our simulations, only the abundance-based estimator Chao1 and the incidence-based estimator Chao2 did not give precise estimates. Surprisingly, our results indicate that the incidence-based estimators that require less information than their abundance-based equivalents are in most cases less biased. Still, the differences between the abundance-based jackknife estimators and their incidence-based equivalents were only marginal.

### Table 2. Simple Spearman rank and partial correlations among estimator inaccuracy and the explanatory variables – $S_{\text{true}}$ sampling intensity, movement heterogeneity and sample coverage.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>$S_{\text{true}}$</th>
<th>Sampling intensity</th>
<th>Movement heterog.</th>
<th>Sample coverage</th>
<th>Partial correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacka1</td>
<td>0.161***</td>
<td>-0.703***</td>
<td>-0.098***</td>
<td>-0.809***</td>
<td>-0.156***</td>
</tr>
<tr>
<td>Jacka2</td>
<td>0.112***</td>
<td>-0.139***</td>
<td>-0.020***</td>
<td>-0.238***</td>
<td>-0.021***</td>
</tr>
<tr>
<td>Jacka3</td>
<td>0.065 ns</td>
<td>0.202***</td>
<td>-0.018***</td>
<td>0.094***</td>
<td>0.054***</td>
</tr>
<tr>
<td>ICE</td>
<td>0.199***</td>
<td>-0.777***</td>
<td>0.239***</td>
<td>-0.965***</td>
<td>-0.109***</td>
</tr>
<tr>
<td>ACE</td>
<td>0.095 ns</td>
<td>-0.388 ns</td>
<td>-0.076 ns</td>
<td>-0.479***</td>
<td>-0.037***</td>
</tr>
<tr>
<td>M-M</td>
<td>0.236***</td>
<td>-0.683***</td>
<td>-0.263***</td>
<td>-0.942***</td>
<td>-0.130***</td>
</tr>
</tbody>
</table>

Notes: ***$p < 0.001$, **$p < 0.01$, ns $p > 0.05$; in partial correlations the effect of sample coverage was removed prior to further correlation analyses; M-M = Michaelis-Menten model.

We caution, however, that the present evaluation was carried out under the assumption of spatial homogeneity. In a previous study (Brose et al. 2003), we demonstrated that spatially heterogeneous species’ distributions do not affect incidence-based estimators. In contrast, there is evidence that abundance-based estimators might be biased under such spatial heterogeneity (Chazdon et al. 1998). Accordingly, the performance of abundance-based estimators in spatially heterogeneous landscapes remains to be elucidated. Nevertheless, in our study, under low to intermediate sampling intensity all abundance-based estimators performed substantially better than $S_{\text{obs}}$. Accordingly, there is no reason to only use incidence-based estimators, especially since the present study illuminates the relative dependence abundance-based estimators on movement patterns, sampling intensity, $S_{\text{true}}$ and sample coverage.

**Movement**

Although most animal species obviously move and also greatly vary in their movement, the distributions of movement within animal communities are rarely if ever quantified empirically. Therefore, we used a wide range of possible movement distributions for our simulations, but there are only minor differences in estimates among lognormal, normal and bimodal movement distributions. This consistency among a large range of different movement distributions suggests that the results of our simulation of movement heterogeneity based on lognormal distributions are representative for a range of natural communities, even if movement within the communities follows a different distribution. Furthermore, preliminary analyses show that results similar to those from different movement distributions can be obtained with different levels of movement intensity as simulated by the average number of steps moved per unit time.

In contrast to the type of movement distribution, the degree of movement heterogeneity had a strong influence on estimator accuracy. In particular, accuracy is reduced by the increased heterogeneity of detection probabilities that strongly reduces sample coverage at low or intermediate sampling intensity. The increase in accuracy of the non-parametric estimators with increasing movement heterogeneity in highly sampled communities is most likely caused by their dependence on parameters like the number of singletons (species found in only one sub-sample) and uniques (species represented by only one individual in one total sample). Even if sample coverage is reduced by movement heterogeneity, a simultaneous increase in singletons and uniques leads to a compensation for the loss in accuracy that normally accompanies low sample coverage. However, the non-parametric estimators that were most robust concerning movement heterogeneity under low sampling intensity were the least accurate under high sampling intensity, which was most likely caused by overcompensation. In contrast to the non-parametric estimators, the Michaelis-Menten estimates did not compensate for reduced sample coverage, and they were negatively correlated with movement heterogeneity, irrespective of sampling intensity. This is consistent with conclusions that the Michaelis-Menten model implicitly assumes a community structure with highly equal detection probabilities for all species (Keating and Quinn 1998).

Our results show that the effect of movement heterogeneity on estimator accuracy is mechanistically similar to recently reported effects of uneven abundances (Brose et al. 2003). Both movement and abundance heterogeneities yield unequal detection probabilities, which reduce sample coverage and consequently cause less accurate estimations. For a given number of sample cells – “traps” – a species’ detection probability is affected by its abundance and its movement. More abundant species are more likely to be detected as are highly mobile species. More specifically, a species moving across ten cells of our simulated grid per time step has a ten times higher detection probability than a species occupying just one cell per time step. The heterogeneous movement as simulated in the present study is equivalent to varying home ranges of species in empirical studies (Kelt and Van Vuren 2001). Interestingly, it is even possible that heterogeneous movement might increase estimator accuracy.
accuracy when there is a trade-off between species’ abundances and their movement causing the least abundant species to move most. For instance, it might be reasonable that larger species have larger home ranges and lower abundances. Another possible trade-off, however, is that the least abundant species move least, which might be typical for species whose movement depends on their ecological amplitude on abiotic gradients. In this case, stenotopic species that are specialized on specific abiotic conditions might be less abundant and move less than eurytopic species. The second trade-off combines the negative effects of uneven abundances and heterogeneous movement on estimator performance yielding detection probabilities that are less equal than in plant communities with the same evenness of abundances. Given that there is no clear empirical corroboration for any of the above trade-offs between abundances and movement, we randomly assigned the movement abilities to the species. Our results indicate that the frequent use of $S_{\text{obs}}$ or the Michaelis-Menten model in faunistic studies provides unreliable estimates of $S_{\text{true}}$ under low or intermediate sampling intensity. Being less dependent on equal detection probabilities, some of the previously unevaluated, abundance-based non-parametric estimators may yield more accurate results.

Sample coverage

Our results suggest that the ranking of the estimators concerning their accuracy changes with sample coverage, which is consistent with a previous study on incidence-based estimators of immobile species (Brose et al. 2003). Although in both studies the jackknife estimators performed best along most of the sample coverage axis, the abundance-based estimators’ curves yielded different intersections than their incidence-based equivalents. Therefore, the decision framework developed for incidence-based estimators (Brose et al. 2003) cannot be directly transferred to abundance-based estimators. Due to the slightly more biased performance of the abundance-based jackknife estimators, ICE and the Michaelis-Menten model were most accurate between 86 and 96% sample coverage. The similar performance of the Michaelis-Menten model and the estimator ICE corroborate the results of Longino et al. (2002) in their study of a tropical ant fauna. Our results, however, suggest that under lower sample coverage other estimators like Jack_2 and Jack_1 that were not included in their study might provide more accurate results. In contrast to the present study, the incidence-based first order jackknife estimator of sessile species was less biased and more accurate than ICE under sample coverage of 86 to 96% (Brose et al. 2003). We could not confirm this finding in the present study and the incidence-based first order jackknife estimator performed similar as its abundance-based equivalent (unpubl.). These findings are consistent with Chazdon et al. (1998) who concluded that, with increasing sampling intensity, the number of uniques and singletons become more similar and, therefore, the difference between abundance- and incidence-based estimators vanishes. Still, our results indicate an additional influence of movement on the relative performance of the estimators. This influence is most likely mediated by effects on parameters like the number of uniques and singletons. This impact of movement suggests that estimating faunal species richness requires a distinct estimator choice framework that takes into account movement heterogeneity. In an approach similar to the one presented for sessile species (Brose et al. 2003), we suggest basing estimator choice on sample coverage. As sample coverage can only be estimated, the choice of an optimal estimator remains uncertain. Therefore, species richness can be iteratively estimated by using the more accurate estimators mentioned above to estimate sample coverage and then using the range of this estimated coverage to more specifically choose a single appropriate estimator (Fig. 3). While this process deserves empirical scrutiny, successful empirical tests of a very similar process suggests that the explicit framework in Fig. 3 will assist researchers and conservation ecologists to increase the accuracy of their comparative studies of mobile species richness.
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Appendix 1

Formulas of the estimators compared (Colwell 1997, Burnham and Overton 1979)

\[ S_{\text{obs}}: \] the number of species observed

Non-parametric estimators:

Chao1: The abundance-based estimator of species richness (Chao 1984)

\[ S_{\text{est}} = S_{\text{obs}} + \frac{F_1^2}{2(F_2 + 1)} - \frac{F_1 F_2}{2(F_2 + 1)^2} \]

Chao2: The incidence-based estimator of species richness (Chao 1987)

\[ S_{\text{est}} = S_{\text{obs}} + \frac{Q_1^2}{2(Q_2 + 1)} - \frac{Q_1 Q_2}{2(Q_2 + 1)^2} \]

Jack1: The first order jacknife estimator (Burnham and Overton 1979)

\[ S_{\text{est}} = S_{\text{obs}} + Q_1 \left( \frac{m - 1}{m} \right) \]

Jack2: The second order jacknife estimator (Burnham and Overton 1979)

\[ S_{\text{est}} = S_{\text{obs}} + \left( \frac{2m - 3}{m} \right) Q_1 - \left( \frac{(m - 2)^2}{m(m - 1)} \right) Q_2 \]

Jack3: The third order jacknife estimator (Burnham and Overton 1979)

\[ S_{\text{est}} = S_{\text{obs}} + \left( \frac{3m - 6}{m} \right) Q_1 - \left( \frac{3m^2 - 15m + 19}{m(m - 1)} \right) Q_2 + \left( \frac{(m - 3)^2}{m(m - 1)(m - 2)} \right) Q_3 \]

Jack1 – Jack3: the abundance based jacknife estimators (Burnham and Overton 1979) use the same formulas as the jacknife estimators with \( F_1 \) instead of \( Q_1 \).

ACE: The abundance-based coverage estimator (Chao and Lee 1992, Chao et al. 1993)

\[ S_{\text{est}} = S_{\text{abund}} + \frac{S_{\text{rate}}}{C_{\text{ace}}} + \frac{F_1}{C_{\text{ace}}} \gamma \]

ICE: The incidence-based coverage estimator (Lee and Chao 1994)
\[ S_{est} = S_{freq} + \frac{S_{inf}}{C_{ice}} + \frac{Q_j}{C_{ice}} \gamma_{ice}^2 \]

where:

\( S_{est} \) = estimated species richness

\( Q_j \) = number of species that occur in exactly \( j \) samples

\( F_i \) = Number of species that have exactly \( i \) individuals

when all samples are pooled

\( m \) = total number of samples

\( S_{freq} \) = number of frequent species (each found in more than 10 samples)

\( S_{abund} \) = Number of abundant species (each with more than 10 individuals) when all samples are pooled

\( S_{inf} \) = number of infrequent species (each found in 10 or fewer samples)

\( S_{rare} \) = Number of rare species (with 10 or fewer individuals) when all samples are pooled

\( C_{ice} \) = sample incidence coverage estimator:

\( C_{ice} = 1 - \frac{(Q_j)/S_{inf}}{10} \)

\( C_{ace} \) = sample coverage estimate based on abundance data:

\( C_{ace} = 1 - \frac{(F_i)/S_{rare}}{10} \)

\( N_{inf} \) = total number of occurrences of infrequent species:

\[ N_{inf} = \sum_{j=1}^{10} jQ_j \]

\( N_{rare} \) = total number of occurrences of rare species:

\[ N_{rare} = \sum_{i=1}^{10} iF_i \]

\( \gamma_{ice}^2 \) estimates the coefficient of variation of the \( Q_j \)'s:

\[ \gamma_{ice}^2 = \max \left\{ \frac{S_{inf}}{C_{ice}} \frac{m_{inf}}{m_{inf} - 1} \frac{\sum_{j=1}^{10} j(j-1)Q_j}{N_{inf}^2} - 1.0 \right\} \]

\( \gamma_{ace}^2 \) estimates the coefficient of variation of the \( F_i \)'s:

\[ \gamma_{ace}^2 = \max \left\{ \frac{S_{rare}}{C_{ace}} \frac{m_{rare}}{m_{rare} - 1} \frac{\sum_{i=1}^{10} i(i-1)F_i}{N_{rare}(N_{rare} - 1)} - 1.0 \right\} \]

Species accumulation curves:

Michaelis-Menten model: (Colwell and Coddington 1994)

\[ S(n) = \frac{S_{max}n}{B + n} \]

where:

\( n \) = units of sampling

\( S(n) = S_{obs} \) after \( n \) units of sampling

\( S_{max} = \) estimated total species richness (asymptote)

\( B = \) fitted constant